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Ø A general AutoML framework to search loss functions from
scratch for generic tasks with minimal human expertise. 

Ø Two novel techniques that bring 5000x improved search
efficiency: the Loss-Rejection Protocol and the Gradient-
Equivalence-Check Strategy.

Ø The searched loss functions are transferable across different
models and datasets with competitive performance. 123
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Ø Semantic segmentation results on PASCAL VOC

Ø Comparison against
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Ø Generalization on different
models and datasets

Ø Loss-Rejection Protocol

Ø Gradient-Equivalence-Check Strategy

Directly optimize randomly initialized network predictions with
the candidate loss function (instead of the network parameters), 
and calculate the improvement on the target metric. 

Detect and skip the proxy task evaluation for the candidate loss
functions which are equivalent to the previously evaluated loss
functions. If two loss functions have the same gradient norms
within two significant digits, they are considered equivalent.
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